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ABSTRACT
Effective analysis and visualization of time-varying multivariate data is crucial for understanding complex and dynamic variable interaction and temporal evolution. Advances made in this area are mainly on query-driven visualization and correlation exploration. Solutions and techniques that investigate the important aspect of causal relationships among variables have not been sought. In this paper, we present a new approach to analyzing and visualizing time-varying multivariate volumetric and particle data sets through the study of information flow using the information-theoretic concept of transfer entropy. We employ time plot and circular graph to show information transfer for an overview of relations among all pairs of variables. To intuitively illustrate the influence relation between a pair of variables in the visualization, we modulate the color saturation and opacity for volumetric data sets and present three different visual representations, namely, ellipse, smoke, and metaball, for particle data sets. We demonstrate this information-theoretic approach and present our findings with three time-varying multivariate data sets produced from scientific simulations.

1 INTRODUCTION
Detecting interdependencies and causal relationships among multiple variables is one of the most important issues in multivariate time series data analysis. This issue is receiving increasing attention as our scientists’ ability to generate data multiples every year. Applications of studying correlation and causation can be found in many fields of science, such as physics, economics, and physiology, to name a few. For example in brain studies, information about the interaction among recorded channels of an electroencephalogram (EEG) can aid clinical practice by identifying the region of the brain that is acting as a recruiting focus in epilepsy. In atmospheric prediction, improving the initial conditions through the investigation of information flow can reduce uncertainty in predictions at other locations and with respect to other dynamical variables.

Commonly-used techniques for the estimation of dependencies are linear cross-correlation and mutual information. However, these measures share the property of being symmetric and therefore are not suited for assessing causality within relationships. To study the directional aspect of interactions, Schreiber took a general nonparametric test of causality based on information theory and introduced the concept of transfer entropy [14] for quantifying the flow of information between time series. With minimal assumptions about the dynamics of the systems and the nature of their coupling, this information-theoretic measure can quantify the exchange of information between two systems, separately for each direction.

In visualization, existing work on time-varying multivariate data centers on query-driven visualization and correlation structure exploration. The challenging problem of identifying causal relation-
et al. [5] transformed multivariate data from their high-dimensional attribute space to a 2D attribute cloud for brushing and linking.

**Visualization of Causal Relations** There are only a few research efforts in causality visualization. Simple visualization includes the use of a node-link diagram such as Hasse diagrams to offer intuitive viewing of causal relations. Ware et al. [22] introduced the visual causal vector, an animation-enhanced metaphor that represents the perceptual impression of a causal relation between two graphical entities. Elmqvist and Tsigas [3] presented growing polygons for visualizing causal relations and information flow in a complex system with many nodes and relations. In scientific visualization, Silver et al. [15] juxtaposed 4D space-time vector fields where one contains a source variable and the other the response field to highlight the topological relationship between the two fields. In this work, we utilize time plot and circular graph to show pair-wise information flows and present different techniques to visualize causal relationships for volumetric and particle data sets.

### 3 Measuring Information Transfer

#### 3.1 Transfer Entropy

To identify causal dependency or information transfer, we need to incorporate dynamical structure by investigating transition probabilities instead of static probabilities. Let us consider a system that can be approximated by a stationary Markov process of order $k$, that is, the conditional probability $X$ in state $x_{n+1}$ is independent of the state $x_{n-k} \ldots x_n$, $p(x_{n+1}|x_n, \ldots, x_{n-k}) = p(x_{n+1}|x_{n-k+1})$. Let us denote $x_n^{(k)} = (x_{n-k}, \ldots, x_n)$ for words of length $k$, where the subscript denotes the state (or time step) and the superscript denotes the length of states (or time steps) considered. According to Schreiber [14], the transfer entropy between two variables $X$ and $Y$ is defined as follows

$$T_{Y \to X} = \sum p(x_{n+1}, x_n^{(k)}, y_n^{(l)}) \log \frac{p(x_{n+1}|x_n^{(k)}, y_n^{(l)})}{p(x_{n+1}|x_n^{(k)})}$$

where $T_{Y \to X}$ denotes the influence of $Y$ on $X$. The most natural choices for $l$ are $l = k$ (the same number of time steps is considered for both $X$ and $Y$) or $l = 1$ (only one time step for $Y$ is considered at a time). Usually, the latter is preferable due to a lower computational cost. An illustration of transfer entropy and related terms is shown in Figure 1 (a) and (b).

Transfer entropy can be treated as a version of mutual information operating on conditional probabilities. It shares some of the desired properties of mutual information but takes the dynamics of information transport into account. As shown in Figure 1 (b), $T_{Y \to X}$ can be regarded as the information about future observations $x_{n+1}$ gained from past observations of $x_n^{(k)}$ and $y_n^{(l)}$ minus the information about future observations $x_{n+1}$ gained from past observations of $x_n^{(k)}$ only. Thus, it is the information flow from $Y$ to $X$. $T_{Y \to X}$ is explicitly nonsymmetric under the exchange of $X$ and $Y$ (a similar expression exists for $T_{X \to Y}$) and can thus be used to detect the directed exchange of information between the two time series. Transfer entropy has been used to study information flow among time series data in areas such as spatiotemporal systems [14], physiological studies [14, 11], financial markets [9], and sensorimotor networks [8]. We utilize transfer entropy to analyze and visualize information flow in scientific data sets.

#### 3.2 Relative Transfer Entropy

As we can see from Figure 1 (b), transfer entropy $T_{Y \to X}$ shows the amount of influence of $Y$ on $X$. We point out that in other cases, it is also meaningful to consider the rate of influence by taking into account the amount of information in $X$ and $Y$, i.e., $H_{x_{n+1}}$ and $H_{y_n}$. As such, we define the relative transfer entropy as a normalized version of transfer entropy, i.e.,

$$RT_{Y \to X} = \frac{T_{Y \to X}}{\sqrt{H_{x_{n+1}} H_{y_n}}}.$$  \hspace{1cm} (2)

If $H_{x_{n+1}} H_{y_n} = 0$, then $T_{Y \to X} = 0$ and we define $RT_{Y \to X} = 0$. $RT_{X \to Y}$ can be defined similarly.

#### 3.3 Multiple Variables and Multiple Time Steps

The original definition for transfer entropy expressed in Equation 1 only operates on two variables $X$ and $Y$. We can generalize this to simultaneously handle multiple variables by replacing a single variable with a set of variables. In Figure 1 (d), we show an example where we consider the transfer entropy from variable $Z$ to the set of two variables $X$ and $Y$. To compute this, we use joint entropies $H_{x_{n+1}y_{n+1}}$ and $H_{z_{n}y_{n}}$ to replace entropies $H_{x_{n+1}}$ and $H_{y_{n}}$, respectively, shown in Figure 1 (b). This treatment can be extended to study the general case of information transfer between a set of $s$ variables and another set of $r$ variables.

Note that Equation 1 already gives a general form in terms of time steps included. As such, the most general form of transfer entropy can deal with a set of $s$ variables over $k$ time steps and another set of $r$ variables over $l$ time steps. The central issue that prevents us from computing this generalized transfer entropy is the huge cost involved. As we shall see in Section 3.4, adding one more variable or one more time step would increase the dimension of joint histograms computed. For instance in Figure 1, if $k = 1$ and $l = 1$, we need 3D joint histograms for (b) but 5D histograms for (d). If we use the same number of bins for each dimension, the computation and storage costs for joint histograms will increase dramatically. Solutions that can efficiently evaluate the histogram for a high-dimensional data is the key to break the “curse of dimensionality”, which we leave as our future work.

#### 3.4 Simplified Calculation

For fast calculation of transfer entropy, we simplify Equation 1 by letting $k = 1$ and $l = 1$ and rewrite transfer entropy in the more convenient, albeit less intuitive form (refer to Figure 1 (c))

$$T_{Y \to X} = H_{x_{1}z_{1}x_{2}} + H_{x_{1}y_{1}x_{2}} - H_{x_{1}x_{2}} - H_{x_{1}z_{1}y_{1}}.$$  \hspace{1cm} (3)
where $t = t' + \Delta t$ and $\Delta t (\geq 0)$ is some lag time. If $\Delta t > 0$, we imply that past time steps of $Y$ influence current or future time steps of $X$. $H_{x_t, x_{t+1}, y_{t'}}$, $H_{x_t, x_{t+1}, y_{t'}}$, and $H_{x_t, x_{t+1}, y_{t'}}$ are the joint entropies. Similar to Equation 3, we have

$$T_{X \rightarrow Y} = H_{y_{t'}, y_{t'+1}, x_t} + H_{y_{t'}, x_t} - H_{y_{t'}, y_{t'+1}} - H_{y_{t'}, y_{t'+1}, x_t} \quad (4)$$

For discrete data, entropy computation usually takes the histogram of data and uses the normalized heights as the probabilities. Note that in Equations 3 and 4, we only compute entropies and joint entropies. As such, we only need to compute joint histograms for $(x_t, x_{t+1}, y_{t'})$ and $(y_{t'}, y_{t'+1}, x_t)$. These 3D histograms are used to compute joint entropies $H_{x_t, x_{t+1}, y_{t'}}$, $H_{y_{t'}, y_{t'+1}, x_t}$, and $H_{y_{t'}, y_{t'+1}, x_t}$. Other joint entropies (entropies) in Equations 3 and 4 can be computed by projecting the 3D histograms to 2D (1D) accordingly.

### 3.5 Calculation for Volumetric and Particle Data

For volumetric data sets, we take the Eulerian view and observe the information flow at fixed regions in the space through which the time-dependent phenomena evolve. We take a block-wise approach and partition the data into spatial blocks. Then, we evaluate the influence relation between any pair of variables within each individual data block. The computation of transfer entropy takes a data block as input and computes its joint histograms for $(x_t, x_{t+1}, y_{t'})$ and $(y_{t'}, y_{t'+1}, x_t)$. Other joint entropies (entropies) in Equations 3 and 4 can be computed by projecting the 3D histograms to 2D (1D) accordingly.

#### 4.1 Time Plot and Circular Graph

As shown in Figure 7, a straightforward way to show information transfer among variables is to draw time plots with the two axes for time step and transfer entropy respectively. Although time plots clearly display variable influence over time, it is difficult to observe the relation of one variable with all other variables in this view. Alternatively, we also display information transfer using the circular graph. As illustrated in Figure 2, we draw a circle at vertex $v_i$ to denote the total outgoing and incoming influence corresponding to variable $V_i$ at a certain time step. The size of circle shows the total amount of influence with green/orange for outgoing/incoming influence. An edge $e_{ij}$ indicates the influence between variables $V_i$ and $V_j$. We map transfer entropy $T_{V_i \rightarrow V_j}$ to edge width at vertex $v_i$ and $T_{V_j \rightarrow V_i}$ to $v_j$. Green/orange indicates more outgoing/incoming influence. The color saturation is adjusted according to the absolute difference between the two transfer entropies so that pairs of variables with larger difference would stand out. Edge width and color in between are linearly interpolated. To reduce the occlusion among edges, we first sort all edges in the decreasing order of their average thickness and then draw the edges accordingly. As shown in Figure 3, such circular graphs are intuitive for inferring the relation among all pair of variables, as a group and as an individual. Since every time step corresponds to such a graph, we can produce a time-varying graph showing information transfer.

#### 4.2 Visualization for Volumetric Data

To visualize information transfer for volumetric data sets, we modulate the color saturation and opacity of variables for each data block with its normalized transfer entropy value. Given two variables $V_i$ and $V_j$, we use $T_{V_i \rightarrow V_j}$ to modulate $V_i$ and $T_{V_j \rightarrow V_i}$ to modulate $V_j$. As shown in Figure 4, data blocks of higher amount of influence would be highlighted as data blocks of lower amount of influence are attenuated. In this way, the user is able to intuitively infer information transfer between variables at different spatial regions over the time series when all time steps are animated.

#### 4.3 Visualization for Particle Data

**Ellipse and Smoke Representations** For particle data sets, information transfer can be mapped to visual properties, such as color, opacity, size, or shape, of each individual particle in a group. In this case, each particle in the group undergoes the same change. We perturb the conventional disk representation (i.e., the view-aligned sphere) of particle to an ellipse representation. The ellipse’s color maps to influence relation while the lengths of its two axes indicate their respective transfer entropy values. As shown in Figure 6, given

$$\sum_{j \in V_j = V_j} T_{V_j \rightarrow V_i} + T_{V_i \rightarrow V_j}$$

Figure 2: The mapping of transfer entropies to two vertices (corresponding to variables $V_i$ and $V_j$) and the edge in our circular graph.

Figure 3: The mapping of transfer entropies to two vertices (corresponding to variables $V_i$ and $V_j$) and the edge in our circular graph.
a pair of variables \((V_i, V_j)\), we use orange for \(T_{V_i \rightarrow V_j} > T_{V_j \rightarrow V_i}\), white for \(T_{V_i \rightarrow V_j} = T_{V_j \rightarrow V_i}\), and blue for \(T_{V_i \rightarrow V_j} < T_{V_j \rightarrow V_i}\). The particles are rendered according to the visibility order. This ellipse representation, however, would lead to visual clutter if the number of particles drawn is fairly large. Therefore, as an option, we also use the smoke representation to reduce the clutter by decreasing the radii and opacities of particles. The color mapping stays the same. The influences among variables in different spatial regions will be more easily discernible.

**Metaball Representation** Another way of visualizing information transfer is to treat the group of particles as an entirety. Instead of adjusting the properties of individual particles, we construct two transparent layers which enclose all particles in the group. The two layers have distinct colors indicating directional transfer entropies and their sizes and enclosure relation show the corresponding influences between the two variables. To obtain this double-layer effect, one solution is to define the isosurfaces using two different thresholds in the same density field. However, this solution does not guarantee that the two surfaces agree with each other when the difference between the isovales of two surfaces is large. Alternatively, we construct two density fields using two different radii for the same group of particles, and define the isosurfaces in the two fields using the same threshold. As shown in Figure 8, this treatment gives us desirable results.

## 5 Results

To demonstrate our approach, we investigated three time-varying multivariate simulation data sets and studied variable causal relationships. The first two data sets are volumetric: Hurricane Isabel data set from climate research and ionization front instability data set from astronomy research. They were made available through IEEE Visualization 2004 and 2008 Contests, respectively. The third one is a lifted-flame particle data set from combustion research. The variables used for the three data sets are listed in Table 1.

### 5.1 Hurricane Isabel and Ionization Front Instability

The Hurricane Isabel simulation data set was courtesy of NCAR and NSF. We set the block size to 20 \(\times\) 20 \(\times\) 20 and the histogram size for each variable to 256. We used Equations 3 and 4 with \(\Delta t = 0\) and calculated transfer entropy for every pair of variables and every pair of neighboring time steps.

In Figure 4, we show the visualization of information transfer among a pair of variables: QI and WS. The rendering of four selected time steps is displayed where we modulated color saturation and opacity for the variables according to their transfer entropy values. We can observe strong couplings of influence for the pair of variables in space and time. The regions that preserve original colors and opacities highlight data blocks with strong influence, which are around the hurricane’s eye. The regions with attenuated colors and opacities indicate less inter-influence. Our visualization thus displays strong influence regions as the focus while keeping weak influence regions as the context. Regions with little influence are not displayed. The spatio-temporal coherence of the data leads to meaningful visualization as we observe information transfer across multiple continuous spatial data blocks over time. If we examine closely, we can also observe the change of influence over time. In early time steps, QI influences WS more in general as we can see more saturated red regions in the leftmost image. In later time steps, the influence of QI over WS drops as we can see less saturated red regions in the rightmost image. Since the transfer entropy is calculated in the block-wise manner, we can see the variation of inter-influence among individual blocks as well.

Scientists at LANL and SDSC performed three-dimensional radiation hydrodynamical calculations of ionization front instabilities to study a variety of phenomena in interstellar medium such as the formation of stars. To compute the transfer entropy, we set the block size to 30 \(\times\) 31 \(\times\) 31 and the histogram size for each variable to 256. Figure 5 shows the visualization of information transfer for the He+ and H2 pair. We can observe that strong influence regions are around the plane on the front.

### 5.2 Lifted-Flame Combustion

The lifted-flame combustion particle data set was provided by SNL scientists. The combustion scientists employed a high-order finite difference algorithm to solve the fully compressible Navier-Stokes and chemically reacting species equations in their simulations and produced large-scale time-varying multivariate volumetric and particle data sets. One of the issues in their investigation is to identify the causal relationships among dozens of variables. In this experiment, we specifically focused on the particle data set. The scientists provided us with guidance for particle selection, partition, and tracking. The causal relationships discovered in this study have been confirmed by the scientists.

The spatial extent of the combustion data set is (2025, 1600, 400). We first performed a range query to retrieve particles of interest with \(x \in (720, 740)\) and \(y \in (533, 693)\) \(\cup\) (906, 1066) at time step 155. The particles were selected as those passing through a slab in the axial direction \(x\), in the transverse direction \(y\), and \(y\) spanning the transition region which includes particles from both the hot air coflow and the interior of the fast moving fuel jet. The scientists conjectured that these particles were likely to participate in flame stabilization. A total of 109,483 particles were selected. We traced selected particles forward and backward over the 300 time steps. After that, the selected particles were partitioned based on the spatial range along the \(y\) axis at time step 150. The resulting 30 groups have a nearly even number of particles in each group.

In Figure 6, we show the visualization of information transfer among all groups of particles for a pair of variables: YOH and T.
The rendering of four selected time steps is displayed with the ellipse representation. The rightmost image shows the rendering with the smoke representation. For ellipse rendering, the influence relation can be read from the colors of the particles. The lengths of the two axes of a particle indicate respective transfer entropies. That is, the size of a particle shows the magnitude of influence. Ellipse rendering is good at revealing influences around local regions although the inner particles could not be observed due to occlusion. Smoke rendering yields a less cluttered view and may serve better as an overview. However, the rendering could appear blurry.

Figure 7 shows transfer entropies between five pairs of variables calculated on the particles falling into the interior group with $y \in \{690.0, 910.0\}$. We can see strong couplings for pairs (T, G) and (YOH, T) and read the inter-influence among these five pairs of variables over time. The combustion scientists have confirmed that some of the major causal relationships are consistent with the established consensus in the combustion community, while the study also sheds new light on active areas of research. The relationship between mixing and combustion has long been a subject of inquiry: the scalar dissipation rate, $\chi \equiv 2D(\nabla Z)^2$, where $Z$ is the mixture fraction and $D$ is the mixture fraction diffusivity, is a key parameter in many models for turbulent combustion. This scalar dissipation rate is closely related to the quantity $G$ considered here ($\chi = 2D(G)$). For a non-premixed flame, as in the latter portion of the domain ($t > 150$), the qualitative relationship is well known: the rate of reaction adjusts to balance the rate of mixing, and the dependent scalars (T, YOH, etc.), will vary as the quasi-steady balance adjusts to changes in $\chi$. In the early portion of the domain, where an ignition/stabilization process is occurring, the understanding is less clear. Some qualitative observations have been made that very high mixing rates hinder ignition, while the thermal expansion from fine flame fronts can dissipate the gradients and reduce the mixing rate. The findings of this analysis in the pre-stabilization region are of use to scientists seeking better understanding of the coupling between mixing and chemistry in this regime.

Snapshots of three selected time steps with the double-layer metaball rendering are shown in Figure 8. The influences between the pair of variables YOH and T are illustrated while the color mapping of particles is based on a third variable Z. Note that when $T_{\text{YOH}} \approx T_{\text{T}} \approx T_{\text{YOH}}$, the two metaballs have very similar radii and they are perceived as a grey metaball when blended together.

6 Discussion

6.1 Parameter Choices

The top row of Figure 9 shows the side-by-side comparison of information transfer for the pair of variables QI and WS with three different block sizes used. We used the same transfer function and the same set of parameters to adjust the color and opacity for the three block sizes. As we can see, using a smaller block size leads to finer results. Note that the right image with the smallest block size shows the center of hurricane better where the inter-influence of the pair of variables is fairly weak, while the left image with the largest block size essentially averages the inter-influence within a very large region.

We point out that information-theoretic measures including transfer entropy require a large number of sample points as input. When much fewer samples are used, the estimation of the probabilities would be dominated by fluctuations. This is not a problem for analyzing volumetric and particle data sets as long as the region of
interest or the group of particles we select contains enough samples (e.g., at least in the order of thousands) for stable calculation. The bottom row of Figure 9 shows the side-by-side comparison of information transfer for the pair of variables YCH2O and YOH with three different histogram bins used. As we can see, using a larger bin size leads to more accurate results. The overall influence pattern, however, is very similar. Normally, using 256 bins for histogram suffices. If the value distribution of the data set is highly skewed, i.e., a large portion of the data values falls into a narrow range of the bins, nonuniform histograms should be used instead.

6.2 Timing

Table 2 lists the timing breakdown of transfer entropy calculation for a pair of variables per time step. The calculation was performed on an Intel Xeon 2.0GHz CPU. The numbers of groups (i.e., blocks) for the hurricane and ionization data sets are derived from the volume size and the block size used. For the hurricane data set, the block sizes are $50 \times 50 \times 20$, $20 \times 20 \times 20$, and $10 \times 10 \times 20$ respectively from top to bottom. For the ionization data set, the block sizes are $30 \times 31 \times 31$, $15 \times 31 \times 31$, and $10 \times 31 \times 31$ respectively from top to bottom. For a pair of variables, we read the time steps sequentially and only kept neighboring two time steps required for the computation in the memory. Every time step was read only once and the average data read per time step was calculated accordingly. The number of groups and the size of joint histograms largely determine the time required for joint histogram and transfer entropy computation. The computation time increases as we decrease the block size or increase the number of histogram bins used. On average, it took several minutes to process hundreds of megabytes (for a pair of variables per time step) and tens of hours to process hundreds of gigabytes (for all pairs of variables and all time steps).

The dominating time for transfer entropy calculation is due to the large numbers of log operations involved. Clearly, the computation is CPU bound. Since the calculation of transfer entropy is performed independently for every time step and for every data group, parallel preprocessing on a PC cluster or GPU implementation can speed up the computation. Another way of improving the performance is to replace the log function in the standard C/C++ library with direct table lookup or some fast approximation function. Moreover, as we discuss in Section 3.3, the increase of number of variables or time steps considered in the transfer entropy calculation has a significant impact on the timing performance. We will investigate efficient solutions for estimating joint histograms of high-dimensional data in the future.

6.3 Visualization Techniques

We use a separate view to visualize information transfer for all pairs of variables using time plot and circular graph. Time plots provide a good overview of influence changes over time in a single view, which is a familiar visualization to most users. Circular graphs allow us to easily capture variable relations, which is difficult to track with time plots. The time-varying graph shows influence over
time as an animation. Both of these information visualization techniques, however, do not give the spatial context. This is complemented by integrating information flow directly into data rendering. The obvious advantage is that inter-influences can now be observed with respect to different spatial regions via visual properties such as color, opacity, or size. The downside is that exact transfer entropy values are not readable and we have to only show one pair of variables at a time. For particle rendering using metaball, showing multiple data groups would easily lead to difficulty in visual interpretation. This is generally not a problem with volume data block rendering and particle rendering using ellipse or smoke.

Accurately communicating the spatial nature of the relationships is a significant challenge both in terms of mental challenges (grasping the nature of the relationship and the implications) and the mechanics (occlusion, high-dimensional information). In both of these respects, the domain scientists found it useful to have a variety of representations available insofar as when their perceived understanding from different representations was inconsistent, they could actively correct their understanding. The scientists who are co-authors of our work found in particular that the ellipse and smoke representation were complimentary—taken together they alleviated the trade off between the occlusion level and the detail of information shown. The metaball visualization provided an overview of the relationships and the nature of the parcel of particle grouping to put the time series in context.

### 6.4 Limitations

Although we outline the generalization of transfer entropy to more than two variables, we need further research to address the fundamental challenge of dimension increase on both computation (time and storage) and visualization (information mapping and interpretation). In reality, studying more than two variables simultaneously is needed. For instance, in the combustion data set, it is known that there is a strong correlation between $T$, $G$, and $Z$, and it would be illuminating to explore the influence of $T$ on $G$ while conditioning both $T$ and $G$ on $Z$.

We use transfer entropy to measure information flow because it makes minimal assumptions about the dynamics of the time series and their coupling, captures both linear and nonlinear effects, and is numerically stable even for a reasonably small sample size (e.g., 1,000 samples). Transfer entropy is able to distinguish between
such, transfer entropy provides only one way of influence on the two systems or variables under investigation. As over, the uncertainty introduced by the potential existence of unobserved linear, transient, and noisy quality of the data, inferring “causal dependencies” is difficult. However, care should be taken when interpreting causal relationships using transfer entropy. Without considering the non-linear, transient, and noisy quality of the data, inferring “causal dependencies” from mere time series data could be problematic. Moreover, the uncertainty introduced by the potential existence of unobserved variables or hidden common sources may be overlooked. In those cases, we tend to simply assume that no other factors have influence on the two systems or variables under investigation. As such, transfer entropy provides only one way of suggesting causation, not an evidence of causation. It is important to keep domain scientists in the loop so that they can make the final judgment.

7 CONCLUSIONS

Techniques for studying the causal relationships among multiple variables in time-varying data are in growing demand. Our technique is unique because it is based on measuring and visualizing information flow in the data. In a quantitative manner, we derive information transfer using the concept of transfer entropy from information theory. We show different ways to intuitively visualize information transfer for volumetric and particle data sets. Our causal analysis and visualization results provide valuable cues for scientists to understand complex time-varying multivariate data. Feedback from the scientists on this new approach is positive, suggesting it as a promising direction for studying important aspects of causal connections in the data.
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